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A computational fluid dynamics (CFD) investigation of single-phase flow mass transfer prediction in
annular reactors was conducted. Different hydrodynamic models including laminar, standard k–e, realiz-
able k–e, Reynolds stress (RSM), and the Abe-Kondoh-Nagano (AKN) (a low Reynolds number turbulence
model) were evaluated against experimental data in terms of their mass transfer predication capabilities.
The laminar model predicted successfully the average mass transfer in the flows under laminar regime
(Re < 1500). Among the four evaluated turbulence models, the AKN model provided a better prediction
of the average mass transfer rates in the systems when operated both under transitional and turbulent
conditions (3000 < Re < 11000). The RSM performed very similarly to the AKN model, except for the
entrance region of the reactors where it predicted lower mass transfer rates. These results make the
AKN and RSM models very attractive to be integrated in CFD-based simulations of turbulent annular
reactors.

� 2009 Elsevier Ltd. All rights reserved.
1. Introduction

The annular reactor geometry has been increasingly finding
many applications in chemical engineering processes. Some of
the most common configurations include tube wall reactors [1,2],
membrane reactors [3], electrochemical reactors [4], dialyzers
[5], and immobilized photocatalytic reactors [6,7]. Despite their
potential success and applications, mass transfer limitations could
be an issue in these reactors depending on the kinetics, operating
conditions, and the geometrical properties of the system. Hence,
when modeling these reactors, an accurate prediction of fluid flow
and thus, local mass transfer is needed.

Most of the previous studies on mass transfer in annular reac-
tors reported in the open literature have concentrated on obtaining
correlations of dimensionless numbers for different configurations
and operating conditions. Rai et al. [8] compiled several correla-
tions for both developed and developing boundary layers under
laminar and turbulent flow conditions. More recently, Mobarak
et al. [9] measured the rates of solid–liquid mass transfer at the in-
ner surface (smooth and rough) of an annular duct by the electro-
chemical technique under developing flow conditions. Table 1
provides a list of some of the correlations available in the litera-
ture. Even though the design of annular reactors has relied for
many years on the use of such correlations, they present the disad-
vantage of being applicable only to a specific reactor configuration
operated under a certain range of hydrodynamic conditions. Be-
ll rights reserved.

: +1 604 822 6003.
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sides, this type of design correlations does not take into account lo-
cal effects. Moreover, the non-idealities introduced by scaling up of
the lab or pilot-scale equipment are difficult, if not impossible, to
predict empirically [13].

A better approach to estimate mass transfer in annular reac-
tors is finding suitable models that allow predicting the concen-
tration fields inside the reactor. Several researchers have taken
this approach; for instance, Houzelot and Villermaux [14] per-
formed a numerical simulation of radial diffusional mass transfer
in a fluid flowing in fully developed laminar flow in a reactor in
which a first order heterogeneous reaction was taking place at
the wall. The simulation results were in excellent agreement with
those yielded by the experiments and the investigation revealed
that annular reactors exhibit a mass transfer efficiency which is
noticeably higher than that of empty tubes. Other researchers
have proposed and evaluated several mathematical models which
included mass transfer in annular reactors used for different
applications, but their systems were limited either to laminar,
or to fully developed turbulent flow conditions [10,11,15–21].
Practical annular reactors, however, often do not have an en-
trance length to assure a fully developed flow. In fact, in most
of the cases, developing flow is desirable since it gives rise to en-
hanced mass transfer. In this sense, inlet and outlet port configu-
rations, so as internal accessories (e.g., internal baffles) usually
play an important role in improving mass transfer performance
of the reactor.

Mass transfer modeling under developing flow condition is a
complex task. However, the application of computational fluid
dynamics (CFD) has demonstrated to be a very effective approach

http://dx.doi.org/10.1016/j.ijheatmasstransfer.2009.07.004
mailto:mmohseni@chbe.ubc.ca
http://www.sciencedirect.com/science/journal/00179310
http://www.elsevier.com/locate/ijhmt


Table 1
Some correlations reported in the literature for mass transfer in annuli.

Hydrodynamic
condition

Source Correlation Condition Eq.
no.

Laminar flow
Fully developed [10] Shav = 1.614(ReScude/L)1/3 (1)
Developing [9] Shav = 1.029Sc1/3Re0.55(de/

L)0.472
(2)

[11] Shav = 0.66Sc1/3(Reude/L)0.52 X 6 42 � 10�4 (3)
Shav = 1.56Sc1/3(Reude/L)0.34 X P 42 � 10�4 (4)

[12] Shav = 2.703(ReScude/L)1/3 (5)

Turbulent flow
Fully developed [10] Shav = 0.276Sc1/3Re0.58(de/L)1/3 L/de < 2 (6)

Shav = 0.023Sc1/3Re0.8 L/de > 2 (7)
[8] Shav = 0.027Sc1/3Re0.8(d2/

d1)0.53
(8)

[4] Shav = 0.145Sc1/3Re2/3(de/
L)0.25

L/de < 7.5 (9)

Developing [9] Shav = 0.095Sc0.33Re0.85(de/
L)0.472

6.8 < L/
de < 34.4

(10)

[12] Shav = 0.305Sc1/3Re2/3(ude/
L)1/3

(11)

[8] Shav = 0.032Sc1/3Re0.8(1 + (de/
L)2/3)(d2/d1)0.53

L/de < 7 (12)

Nomenclature

A area of mass transfer (m2)
a annulus diameter ratio, d1/d2 (dimensionless)
C concentration of benzoic acid (mol m�3)
Dm molecular diffusivity of species k in the mixture

(m2 s�1)
Dt eddy (or turbulent) diffusivity for species concentration

(m2 s�1)
d diameter (m)
hm average mass transfer coefficient (m s�1)
h local mass transfer coefficient (m s�1)
Jk diffusive flux of species k (kg s�1 m�2)
L mass transfer section length (m)
mk mass fraction of species k (dimensionless)
m0k fluctuating mass fraction of species k (dimensionless)
P pressure (Pa)
Q flow rate (m3 s�1)
Re Reynolds number (dimensionless)
Rey wall-distance-based turbulent Reynolds number

(dimensionless)
Sct turbulent Schmidt number (dimensionless)
Shav Sherwood number based on the average mass transfer

coefficient (dimensionless)
t elapsed time (s)
U velocity (m s�1)
u fluctuating flow velocity (m s�1)

V total volume of liquid (m3)
X non-dimensional axial position, 4x(1�a)/(Re d2)
x axial position (m)
y+ non-dimensional distance from the wall (dimension-

less)

Greek symbols
lt turbulent viscosity (m2 s�1)
q density (kg m�3)
s viscous stress tensor (N m�2)
u function defined as [(1�a)/a] [1/2�(a2/(1�a2)) ln(1/a)] /

[((1 + a2)/(1�a2)) ln(1/a)�1]

Subscripts
0 initial condition (t = 0)
1 inner annular cylinder
2 outer annular cylinder
a adjacent to the wall
b bulk value
e equivalent or hydraulic
i inlet condition
o outlet condition
sat saturation condition
x along the axial position
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for tackle this challenge. Taghipour and Mohseni [6] and Mohseni
and Taghipour [22] applied computational fluid dynamics (CFD)
and simulated laminar flow annular photocatalytic reactors treat-
ing chlorinated VOCs. The CFD-models were capable of predicting
the reactor performance and provided insight into the concentra-
tion gradients of the species in the reactor. For the case of annular
reactors operating under developing turbulent flow regime, little
modeling work has been done. Sozzi and Taghipour [23] performed
a detailed CFD simulation of the hydrodynamics of two annular
photoreactor configurations (concentric and normal inlets), and
evaluated the results with the velocity profiles from particle imag-
ine velocimetry (PIV). Under the evaluated operational conditions,
the realizable k–e and the Reynolds stress model (RSM) turbulence
models displayed the best overall match to the experimental PIV
measurements. Even though this investigation brought an impor-
tant outcome in terms of recommending appropriate turbulence
models for computing the fluid velocity field inside annular reac-
tors, further investigation is needed to assess their applicability
to mass transfer modeling. Since the wall-liquid mass transfer phe-
nomenon takes place almost completely within the near-wall re-
gion, near-wall modeling significantly impacts the validity of
numerical solutions and requires experimental evaluation. To the
authors’ knowledge, no research has been performed on modeling
and experimentally evaluating mass transfer of transient and tur-
bulent flow with simultaneous development of velocity and con-
centration boundary layers in commonly used annular reactor
configurations.

This research has focused on applying CFD for modeling single-
phase liquid fluid flow and mass transfer phenomena in commer-
cial-type annular reactors. CFD allows for an in-depth analysis of
the fluid mechanics, local mass transfer, and other physicochemi-
cal processes occurring in chemical reactors, thereby offering the
possibility of achieving an improved performance, a better reliabil-
ity, and a more confident scale-up of the equipment. The aim of
this work was to carry out a comprehensive CFD study in which
simulation results obtained using different hydrodynamic models
were evaluated with experimental measurements of external mass
transfer in annular reactors. The case of mass transfer from the in-
ner surface of the outer tube (at constant concentration) was ana-
lyzed. The experimental determination of the mass transfer rates
was achieved by coating the inner wall with benzoic acid (as a
model chemical) and then measuring the dissolution of the slightly
soluble acid into the flow stream. Two commonly used annular
reactor configurations were studied: with the inlet normal (U-
shape) and parallel (L-shape) to the main reactor body. Commer-
cial CFD code Fluent� 6.3.26 was used to perform the simulations.
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2. CFD modeling

2.1. Governing equations

In the present study, it is assumed that the fluid (water) is New-
tonian, incompressible, isothermal, non-reactive, with constant
physical properties and under turbulent steady state flow. Under
these assumptions and following the Reynolds averaged Navier–
Stokes (RANS) turbulence modeling approach [24], the CFD model
involves solving the continuity equation (13), Reynolds average
Navier–Stokes equation (14) and time-average conservation of
species equation (15) which are expressed as

r � ðUÞ ¼ 0 ð13Þ
r � ðqUU þ quuÞ ¼ �rP �r � �s ð14Þ
r � ðqUmk þ qum0kÞ ¼ �r � Jk ð15Þ

where the overbar indicates a time-averaged value, q is density, U is
velocity, P is pressure, s is viscous stress tensor, mk is mass fraction
of species k, Jk is diffusive flux of species k, and u and m’k are fluc-
tuating flow velocity and mass fraction of species k, respectively.
Time averaging of the basic governing equations of flow processes
leads to the appearance of apparent stress gradients (quu) and mass
transfer fluxes ðqum0kÞ associated with turbulent motion. The main
challenge in modeling turbulent flow lies in the specification of
these turbulent stresses and mass fluxes in terms of the time-aver-
aged variables. Generally, for most engineering flow modeling
applications, this so-called closure problem is solved by introducing
a turbulence model. Several turbulence models have been proposed
in the open literature [25,26], but unfortunately, there is none that
can be used universally. Proper turbulence models need to be se-
lected according to the problem under consideration.

This investigation intended to evaluate CFD modeling of mass
transfer in annular reactors over a broad range of hydrodynamic
conditions. The Reynolds number (Re) range analyzed was be-
tween 500 and 11,000, in which laminar, transitional and turbulent
flow regimes were present. For the simulations having 500 < Re <
2100, the laminar hydrodynamic model was used, whereas for
those simulations with 2100 < Re < 11,000 four different turbu-
lence models were evaluated. In the first place, the widely used
standard k–e model (S k–e) [27] was evaluated. Then, based on
the results obtained by Sozzi and Taghipour [23], the realizable
k–e model (R k–e) [28] and the Reynolds stress model (RSM) [29]
were chosen for evaluation. Finally, the low Reynolds number tur-
bulence model developed by Abe, Kondoh and Nagamo (AKN) [30]
was selected for evaluation. This later model was chosen based on
the successful predictions of mass and heat transfer obtained by
other researchers in similar systems such as pipe expansions, tur-
bulent pipes and impinging jets [31–33]. The five hydrodynamic
models are briefly discussed in the following section.

2.2. Hydrodynamic models

2.2.1. Laminar model
When modeling laminar flow, identical equations to (13) and

(14), but excluding the apparent stress gradients (quuÞ associated
with turbulent motion, need to be solved. These equations com-
bined with the Newton’s law of viscosity, as a constitutive equation
to relate the stress tensor to the motion of the continuous fluid, al-
low computing the velocity field within the reactor. Further details
and solved examples for this model can be found in Bird et al. [34].

2.2.2. Standard k-e model (S k-e)
The S k–e model is a two-equation eddy viscosity model which

is based on the Boussinesq hypothesis (approximation). The Bous-
sinesq hypothesis makes the assumption that the Reynolds stres-
ses can be expressed in terms of mean velocity gradients and that
the turbulent eddy viscosity is related to the turbulence kinetic
energy k and the dissipation rate e. The advantage of this ap-
proach is the relatively low computational cost associated with
the computation of the turbulent viscosity; however, it also pre-
sents the disadvantage of assuming the turbulent viscosity as an
isotropic scalar quantity, which is not strictly true. The S k–e mod-
el has proved reasonably accurate for many flows without highly
curved streamlines or significant swirl. It usually underestimates
flow separation and overestimates turbulence production by nor-
mal straining [35]. In the derivation of the model, the flow is as-
sumed fully turbulent, and the effects of molecular viscosity are
neglected. These assumptions therefore make the S k–e model va-
lid only for fully turbulent flows. Nonetheless, this turbulence
model has been one of the most widely validated and used in
engineering applications. The S k-e model is described by Launder
and Spaulding [27].

2.2.3. Realizable k–e model (R k–e)
The R k–e model is a modification of the S k–e model which

incorporates a new formulation for the turbulent viscosity and a
new transport equation for the dissipation rate e. A benefit of the
R k–e model, compared with the S k–e model, is that it predicts
more accurately the spreading rate of planar and round jets, and
it is also likely to provide superior performance for flows involving
rotation, boundary layers under strong adverse pressure gradients,
separation, and recirculation [36]. The details of this turbulence
model can be found in Shih, et al. [28].

2.2.4. Reynolds stress model (RSM)
The RSM is the most elaborate turbulence model among the

RANS based models. It does not use the Boussinesq hypothesis
and rather than assuming isotropic turbulent viscosity, the RSM
closes the RANS equations by solving individual transport equa-
tions for the Reynolds stresses, together with an equation for the
dissipation rate. This turbulence model should be considered
whenever non-isotropic effects are important; for example, in
flows with strong curvature, swirling flows, and flows with strong
acceleration/retardation. The fidelity of RSM predictions is still lim-
ited by the closure assumptions employed to model various terms
in the exact transport equations for the Reynolds stresses. The
modeling of the pressure–strain and dissipation-rate terms is par-
ticularly challenging, and often considered to be responsible for
compromising the accuracy of RSM predictions [36]. Among some
of the disadvantages of the RSM, Ranade [24] mentions that the
model is computationally expensive, that it performs as poor as
the k–e model in some flows due to problems with the dissipation
rate equation, and that it has not been widely validated yet. Laun-
der et al. [29] present details of the RSM.

2.2.5. Enhanced wall treatment
The S k–e, R k–e, and RSM models are primarily valid for turbu-

lent core flows (i.e., the flow in the regions somewhat far from
walls). Therefore, special consideration needs to be given as to
how to make these models suitable for wall-bounded flows. There
are two main approaches to modeling the near-wall region. In one
approach, the so-called ‘wall function’ approach, the viscosity-af-
fected inner regions (viscous and buffer layers) are not modeled;
instead, semi-empirical formulae (wall functions) are used to
bridge the viscosity-affected region between the wall and the fully
turbulent region [24]. This approach, although less memory and
CPU intensive, misses important features of the mass transfer
boundary layer if it is deeply embedded within the viscous sublay-
er. This situation makes the wall function approach inappropriate
when modeling wall-mass or heat transfer in liquid flows. In the
other approach, special low Reynolds number turbulence models
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are developed to simulate the near-wall region flow, allowing for
extending the turbulence model all the way to the wall [37,38].
This latter approach has given the best results when modeling wall
mass and heat transfer, and thus it is the recommended method in
these applications. In this investigation, when the S k–e, R k-e or
RSM models were used to perform CFD simulations, the enhanced
wall treatment available in the commercial CFD software was en-
abled. This treatment is a near-wall modeling method that com-
bines a two-layer model applicable in regions with fine near-wall
meshes, with enhanced wall functions used in regions with coarse
meshes. When using the enhanced wall treatment, it is necessary
thus to construct a proper fine mesh where the viscosity-affected
near-wall region is desired to be fully resolved. Details of this
method can be found in Fluent-Inc. [36].
2.2.6. AKN low Reynolds number turbulence model
Over the past few years, low Reynolds number (LRN) k–e mod-

els have been widely used to predict wall-bounded flows due to
their simplicity and capability of predicting the near wall flow, so
as mass and heat transfers [39–41]. The low Reynolds number k–
e modeling approach incorporates either a wall-damping effect
or a direct effect of molecular viscosity, or both, on the empirical
constants and functions in the turbulence transport equations. This
approach enables the extension of the k–e turbulence model all the
way to the wall. The low Reynolds number does not refer to the
global Reynolds number, but the local turbulent Reynolds number
formed by a turbulent fluctuation and turbulent length scale. This
Reynolds number varies throughout the computational domain
and is proportional to the ratio of the turbulent and physical vis-
cosity [42]. Fairly complete reviews of low Reynolds number k–e
models have been presented by Patel et al. [43], Hrenya et al.
[44], and Thakre and Joshi [45,46].

Among many others, the AKN model has shown promising re-
sults in modeling near-wall heat and mass transfers [31–33]. Abe
et al. [30] modified the Nagano and Tagawa [47] LRN k–e turbu-
lence model, suggesting the use of the Kolmogorov velocity scale
instead of the friction velocity to account for the near-wall and
LRN effects in both attached and detached flows. Doing so, the
model improved the prediction of the flows with separation and
reattachment [30].
2.3. Mass transfer models

2.3.1. Laminar flow
When modeling mass transfer under laminar flow regime, Eq.

(15), excluding the mass transfer fluxes ðqum0kÞ associated with
turbulent motion, needs to be solved. The diffusive flux of species
k can be estimated using Fick’s first law of diffusion:

Jk ¼ �DmrðqmkÞ ð16Þ
Fig. 1. Schematic diagram of the U-shape (a) and L-shape (b) annular reactors. The schem
L-shape reactor is illustrated with a partial cut-off to show the inner tube with its hold
where Dm is the molecular diffusivity of species k in the mixture.
Substituting Eq. (16) in (15) with ðqum0kÞ ¼ 0, gives the convec-
tion–diffusion mass transfer equation for laminar flow:

r � ðqUmkÞ ¼ r � ðDmrðqmkÞÞ ð17Þ
2.3.2. Turbulent flow
The closure problem associated with the specification of the mass

transfer fluxes ðqum0kÞ associated with turbulent motion modeling
has been typically solved by analogy to the linear approximation
for the Reynolds stresses (or to Fick’s first law of diffusion):

qum0k ¼ �DtrðqmkÞ ð18Þ

where Dt is the so-called eddy (or turbulent) diffusivity for species
concentration. Combining Eqs. (18) and (15) results in the convec-
tion–diffusion turbulent mass transfer equation applicable to our
case:

r � ðqUmkÞ ¼ r � qDm þ
lt

Sct

� �
rmk

� �
ð19Þ

with lt the turbulent viscosity and Sct the turbulent Schmidt num-
ber defined as the ratio between the turbulent viscosity and the tur-
bulent diffusion:

Sct ¼
lt

qDt
ð20Þ

This dimensionless number typically is close to unity. Koeltzsch
[48] reviewed the previous experimental investigations and found
that most authors use a constant for Sct ranging from 0.5 to 0.9.
In this investigation a value of 0.7 was used as recommended in var-
ious references [36,49,50]. The assumption of using a constant tur-
bulent Schmidt number across the whole flow field has been
questioned recently and some researchers have elaborated models
that consider the dependence of Sct on global quantities of the flow
[51], or as algebraic turbulence models [52]. More accurate predic-
tions of mass and heat transfer have been reported using this ap-
proach [37,53]. Also, more complex models for solving the
turbulent mass transfer equation have been recently proposed, like
the two-equation model of B.T.Liu [54].

2.4. Geometrical models

The two model annular reactor geometries studied in the pres-
ent work are shown in Fig. 1. Both reactors share the same main
dimensions: 33 mm outer tube diameter, 21 mm inner tube diam-
eter, 295 mm total length, 12 mm inlet and outlet diameter tubes.
The inlet and outlet ports of the U-shape reactor were placed
20 mm from each respective end, so as the outlet port of the L-
shape reactor. The inlet port of the L-shape reactor was centered
on the front plate. The inlet and outlet tubes were chosen to be
atic of the U-shape reactor indicates the inner wall sections coded as A, B and C. The
er.
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at least 45 diameters in length to ensure that a fully developed
flow was established at the entrance of the reactor and at the out-
let boundary. The L-shape reactor inner tube began 20 mm away
from the front plate and its holder was placed 30 mm from the
front plate. The holder consisted of three prongs (3 mm
wide � 6 mm long � 3 mm thick) located 120� one from another.
Both annular reactors had three sections on the inner wall of the
outer tube that could be set at constant concentration. Experimen-
tally, this condition was achieved by depositing a benzoic acid
coating onto the inner walls. This feature allowed for studying
the mass transfer process at different regions along the annular
volume of the reactors. Each section was 76 mm long and they
were coded as follows: A for the inlet section, B for the middle sec-
tion, and C for the outlet section.
2.5. Mesh design

When modeling turbulent mass transfer from a wall using the
enhanced wall treatment or the low Reynolds number turbulence
model approaches, it is fundamental to have a mesh fine enough
that allows solving the governing equations all the way to the wall.
Typical recommendations for being able to resolve the mean veloc-
ity and turbulent quantities in the near-wall region are to have a y+

� 1 and at least 10 cells within the viscosity-affected near-wall re-
gion (Rey < 200) [36]. Nevertheless, for high Schmidt number sys-
tems, the concentration boundary layer is much smaller than the
velocity boundary layer. This fact makes it necessary to have even
finer meshes within the near-wall region in order to be able to
solve properly the concentration profiles. To define the mesh
requirements in the sections of the reactor geometry where mass
transfer from the wall was taking place, a preliminary study was
performed. In this study, simulations of mass transfer in a straight
pipe (10 mm diameter � 1 m long) with its internal wall coated
with benzoic acid, and therefore at constant concentration, were
performed. The four turbulence models (S k–e, R k–e, RSM and
AKN) were evaluated. Eleven different meshes for the pipe operat-
ing under three water flow rates (Re = 7500, 35,000, 75,000) were
evaluated not only in terms of mesh independent results, but also
in terms of result accuracy. The benzoic acid outlet concentrations
computed by the CFD simulation were compared with the predic-
tions of the empirical correlation obtained by Harriott and Hamil-
ton [55], which is reported to have an average deviation of 5.4%
from the experimental data. The conclusions of the simulations un-
der the three different water flow rates were basically the same;
therefore, only some of the data corresponding to Re = 7500 are
presented in Table 2 as the representative results. The results
showed that a y+ smaller than 0.5 at the wall-adjacent cell and at
least 10 cells within the viscosity-affected near-wall region
(Rey < 200) were needed to obtain consistent and accurate results.
These near-wall mesh requirements were then utilized in all the
simulations performed in this investigation. It is also worth high-
lighting that the computations using the RSM and the AKN models
Table 2
Difference (%) in the exit concentrations of benzoic acid predicted by the empirical
correlation of Harriott and Hamilton [55] and the CFD simulations.

Mesh #1 #2 #3 #4 #5 #6

y+ 0.06 0.13 0.25 0.25 0.5 1.3
# cells Rey < 200 19 14 19 15 14 11
RSM% error 2.5 3.9 1.8 2.8 1.4 23.8
AKN% error 4.3 5.1 3.1 3.3 6.8 31.1
R k-e% error 17.7 17.6 17.4 17.7 14.4 33.5
S k–e% error 17.7 18.4 17.4 18.0 14.4 33.9

Four different turbulence models and several near-wall meshes were evaluated.
provided the closest agreement with the estimations of the empir-
ical correlation.

The commercial mesh generator Gambit� was used to create
the grid. For the case of the U-shape reactor, structured hexahedral
cells were used to discretise the entire physical domain, whereas
for the L-shape reactor it was necessary to split the reactor domain
and use unstructured cells in the region where the inner tube
holder was located (see Fig. 2(a)). For the annular region, where
the mass transfer took place, a boundary-layer mesh accomplish-
ing a y+ < 0.5 and having at least 10 cells within the viscosity-af-
fected near-wall region was setup (see Fig. 2(b)). The utilized
grids for both reactors had approximately 1.3 million volume cells
and they were verified to give mesh-independent results.

2.6. Boundary conditions

The boundary conditions for the CFD model were defined as fol-
lows. At the inlet, the mass flow rate of the fluid was specified. The
direction of the flow was defined normal to the boundary. The
hydraulic diameter was fixed at 12 mm and the turbulence inten-
sity (TI) was set with values close to 5%. The turbulence intensity
was estimated for each case based on the formula TI = 0.16 Re�1/

8. This formula calculates the turbulence intensity at the core of
fully developed flows [36]. At the outlet, a fully developed flow
(outflow) condition was applied. At all the walls, a no-slip bound-
ary condition was imposed. Also, zero diffusive flux of species was
specified at the wall, except for the walls coated with benzoic acid,
where a constant concentration of 3.4 � 10�3 (mass fraction) was
fixed. This concentration corresponds to the saturation concentra-
tion of benzoic acid in water at 298 K [56].

2.7. Physical properties

The physicochemical process studied in this investigation is the
isothermal convective mass transfer of benzoic acid in water at
298 K. Because at this temperature the saturation concentration
of benzoic acid in water is very low, the physical properties of
water can be assumed for the system. At 298 K the viscosity and
the density of water are 8.9 � 10�4 Pa �s and 997 kg/m3 respec-
tively [57]. The assumed diffusion coefficient of benzoic acid in
water was 9.32 � 10�10 m2/s, which is the integral diffusion coeffi-
cient computed by Noulty and Lealst [58] over the concentration
range from zero to saturation.

2.8. Numerical solution method and strategy

Commercial CFD code Fluent� 6.3.26 was used to perform the
simulations. Fluent� has the S k–e, R k–e and RSM turbulence mod-
els, as well as six LRN models, among them being the AKN model.
The AKN model constants were set to the software’s default values
which are identical to those in the high Reynolds number S k–e
model. Some researchers have found out that using this set of con-
stants the model performs better [32].

The segregated steady-state solver was used to solve the gov-
erning equations. Second order upwind discretization scheme
was employed except for pressure for which PRESTO! was selected.
The SIMPLE algorithm was chosen for the pressure–velocity cou-
pling. Convergence of the numerical solution was ensured by mon-
itoring the scaled residuals to a criterion of at least 10�4 for the
continuity and momentum variables, and 10�6 for the concentra-
tion. Additionally, the variation of velocity magnitude at one point
of the computational domain located in an area of high velocity
gradients was used as indicator of convergence.

Taking advantage of the fact that the very low concentrations of
benzoic acid did not affect the velocity field within the reactor, the
CFD model was solved in two steps. First, equations of continuity



Fig. 2. Sections of the mesh used in the L-shape reactor: (a) longitudinal cut of the entrance zone where an unstructured mesh was required in the region of the inner tube
holder and (b) enlargement of the annular region where a boundary-layer mesh is utilized.
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(13) and motion (14) were solved for getting the flow field across
the computational domain. Then, the velocity values were kept
‘‘frozen” and the equation of conservation of species (15) was
solved using the converged flow solution. This solving strategy
saves computation time and brings stability to the solution.

3. Experimental setup and procedure

The experimental work focused to generate data of the external
mass transfer in both (U-shape and L-shape) annular reactors un-
der different hydrodynamic conditions. The U-shape and L-shape
annular reactors described in Section 2.4 were used in the experi-
ments. The main reactor structure was made of PVC and included a
union that allowed for setting up either reactor configuration as
needed (see Fig. 3(a)). The coatings of benzoic acid, as a model
chemical, were deposited on glass tubes (76 mm long and 33 mm
inner diameter) with an outer diameter slightly smaller than the
inner diameter of the PVC unit, so that the glass tubes could fit in-
side the PVC structure (see Fig. 3(b)). The coated glass tubes could
be located at positions A, B or C as indicated in Fig. 1. When only
one of the sections was desired to be coated with benzoic acid,
two more glass tubes without any coating were placed at the other
two positions. The glass tubes were coated by dipping them into
molten benzoic acid (Fisher Scientific certified ACS). On contact
with the cold glass, the benzoic acid solidified immediately, yield-
ing a layer of the organic acid that presented a smooth and uniform
appearance. Because the coating was desired only on the inner wall
of the tubes, the outer walls and the borders were cleaned of the
solidified acid using a sharp blade and then a wet cloth. The mass
transfer rate was quantified in terms of the average mass transfer
coefficient and was obtained by operating the reactors in recircu-
lated batch mode using the experimental setup shown schemati-
cally in Fig. 4. The operation of the system involved recycling a
constant flow rate of water at 25 �C into the reactor causing the
dissolution of the slightly soluble benzoic acid into the bulk fluid.
The coated tubes were used as long as a smooth layer of benzoic
acid layer was present and covered all the internal surface of the
tubes. The concentration of benzoic acid was monitored over time
Fig. 3. L-shape annular reactor used in the experiments: (a) disarmed PVC structure with
with benzoic acid, (b) coated glass tube fitted in the PVC structure and (c) armed PVC s
and determined via a UV spectrophotometer (UV-Mini 1240, Shi-
madzu) at 231 nm or 271 nm depending on the concentration
range.

A mass balance of benzoic acid in the solution gives the follow-
ing equation for the variation of the concentration with respect to
time in the system:

C ¼ Csat þ ðC0 � CsatÞe�
hmA

V t ð21Þ

where C is the concentration of benzoic acid in the mixed tank, Csat

is the saturation concentration of benzoic acid in water, C0 is the
concentration of the acid at t = 0, hm is the average mass transfer
coefficient, A is the area of mass transfer, V is the total volume of li-
quid and t is the elapsed time. Using a non-linear regression method
for fitting the concentration versus time data, the average mass
transfer coefficients were estimated. Flow rates of 1.2, 3.4, 6.6,
8.5, 11.4, 18.0 and 24.6 L/min were used, representing a range of
Reynolds numbers of approximately 500 < Re < 11,000 (based on
the annulus of the reactor). The total volume of liquid used in the
system was 15.0 L of distilled water. For each flow rate, the average
mass transfer coefficient was determined by triplicate runs. Each of
the following configurations were studied in both reactors: coating
of benzoic acid in all sections A, B and C (A + B + C); only section A
(A) coated; only section B (B) coated; only section C (C) coated.
4. Results and discussion

4.1. Mass transfer experimental results

The benzoic acid concentration versus time data obtained in the
recirculated batch system were fitted to the model given by Eq.
(21) utilizing a non-linear regression method, from which the aver-
age mass transfer coefficients of the system were estimated. The
model fit the experimental data closely, presenting correlation
coefficients > 0.999 and standard errors for the mass transfer coef-
ficients <2%. The average mass transfer coefficients obtained for
both reactor types operated under various hydrodynamic condi-
tions and coating configurations are presented in Fig. 5. As
glass tubes next to it. The inner wall of the glass tube located in the middle is coated
tructure with the coated glass tube placed at position B.



Fig. 4. Schematic of the recirculated batch annular reactor system used for determining the average mass transfer coefficients.

Fig. 5. Average mass transfer coefficients obtained for the U-shape and L-shape annular reactors operating under different hydrodynamic conditions. A, B and C indicate the
sections coated with benzoic acid. The error bars represent the standard deviation obtained with triplicate runs.
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expected, mass transfer coefficients increased monotonically with
flow rates. For both reactor configurations the average mass trans-
fer coefficients in section A were much higher than those in sec-
tions B, and those in section B were in turn slightly higher than
the ones in section C. Mass transfer coefficient in section A was
nearly twice that of sections B and C indicating that more than half
of the total mass transfer in the reactor happened in the first third
of its volume. This result was the same for all the hydrodynamic
conditions investigated (500 < Re < 11,000). An important result
is that the values of the average mass transfer coefficients obtained
at each of the different sections were very similar for both reactor
types. This finding indicates that in terms of average mass transfer
efficiency, both annular reactor configurations perform similarly
Fig. 6. Comparison of the average mass transfer coefficients obtained in the experiments
and C indicate the sections coated with benzoic acid. The error bars represent the stand
and therefore, there is no particular advantage of one over the
other.

The mass transfer data obtained in this work showed good agree-
ment with those from other reported investigations where similar
annular configurations were used. Fig. 6 compares the average mass
transfer coefficients obtained for transitional and turbulent flows
(3000 < Re < 11,000) with the values predicted by the correlations
tabulated in Table 1. The average mass transfer coefficients obtained
in section A coincided well with the results calculated with the cor-
relations corresponding to developing flow, in particular with Eqs.
(22) and (23). The experimental data from sections B and C were in
close agreement with the predictions of the correlations proposed
for completely developed flow. These results suggest that the abrupt
with the ones estimated using different correlations reported in the literature. A, B
ard deviation obtained with triplicate runs.
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expansion and change of direction that the fluid experiences at the
inlet zone of both reactor geometries generate high turbulence, as
well as a large near-surface concentration gradient, which results
in high mass transfer in section A. The turbulence created in this re-
gion is then transported by convection and mass transfer decreases
as the flow redevelops downstream of the entrance in sections B and
C. Although not presented here, similar results were obtained for the
laminar-flow data when compared with Eqs. (1)–(5).
Fig. 7. Velocity vectors (m/s) on the longitudinal center plane at the inlet region of the
results correspond to a flow rate of 24.6 L/min (Re = 11,000).
4.2. CFD hydrodynamic simulations

CFD simulations of the annular reactors (U-shape and L-shape)
operating at the same flow rates and conditions of the experiments
were performed. From the perspective of hydrodynamic modeling,
the inlet region of both annular reactors is the more challenging
zone. The inlet flow impinges on the inner tube, from the top in
the case of the U-shape reactor and from the front for the L-shape
L-shape (left) and U-shape (right) reactors using different turbulence models. The
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configuration, causing the split of the flow and the creation of flow
separation, recirculation, and reattachment zones. Fig. 7 shows the
velocity vector field at the inlet regions of both reactors which
were obtained from the simulations performed at a flow rate cor-
responding to Re = 11,000. The results correspond to the longitudi-
nal center plane of the reactors. Similar velocity vector patterns
were obtained in the simulations at the other flow rates. As it
can be seen, the core velocity fields computed using the different
turbulence models look somewhat similar. For example, all the
simulations predicted the same recirculation zones, which in
the case of the L-shape reactor were located at the entrance of
the annular region (between the inner tube rounded end and the
outer wall) and behind the holder prongs. The generation and loca-
tion of such recirculation zones in similar reactor geometries were
observed experimentally by Sozzi and Taghipour [23] using PIV
techniques.

Fig. 8 shows the velocity magnitude contours along the U-
shape and L-shape reactor volumes computed using the R k-e tur-
bulence model and for Re = 11000. The same flow patterns were
also found when using the other turbulence models as well as
for the other flow rates. As seen in Fig. 8, the velocity magnitude
distribution along the annular space for the L-shape reactor is
Fig. 9. Comparison of the average mass transfer coefficients obtained in the CFD simulatio
obtained using different hydrodynamic models and at sections A, B and C of the reactor

Fig. 8. Contours of velocity magnitude (m/s) in the U-shape (left) and L-shape (right) an
center plane and transversal planes at the middle of sections A, B and C. The results cor
more uniform than that for the U-shape reactor. The U-shape
reactor shows higher velocities in the section opposite the inlet
and outlet ports (bottom of the reactor) and a low velocity region
at the top. Such dissimilar velocity fields will produce very differ-
ent local mass transfer at the walls of both reactor configurations
(this topic is discussed further in Section 4.3). The veracity of
these particular velocity distributions predicted by the CFD simu-
lations was verified by letting the water flow in the reactors for a
long time, so that the benzoic acid coatings were eroded by the
stream at the regions of high velocity. The analysis of erosion pat-
terns observed in both reactor configurations agreed with the CFD
simulation predictions.

The previously analyzed results indicate that all the turbulence
models under evaluation (S k–e, R k–e, RSM and AKN), indistinctly
of the near-wall region model they utilized, were capable of some-
how predicting the main characteristics of the core flow hydrody-
namics within both annular reactors. However, accurate mass
transfer prediction depends largely on the near-wall region flow
modeling; consequently, the fact that a turbulence model can de-
scribe appropriately the core flow field does not guarantee its cor-
rect prediction of the surface mass transfer phenomenon. This
subject matter will be analyzed in the following section.
ns with the experimental values for the U-shape reactor. The results presented were
. The error bars represent the standard deviation obtained with triplicate runs.

nular reactors calculated using the R k–e model. The figure shows the longitudinal
respond to a flow rate of 24.6 L/min (Re = 11,000).
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4.3. Comparison of CFD mass transfer predictions with experimental
data

Having the CFD simulation results obtained for different flow
rates and hydrodynamic models, the corresponding average mass
transfer coefficients in the reactors were calculated using:

hm ¼
Q
A

ln
Csat � Ci

Csat � C0

� �
ð22Þ

where Q is the flow rate, Ci and Co are the concentrations of benzoic
acid at the inlet and outlet of the reactor, respectively. Eq. (22) is ob-
tained by performing a mass balance over the system, assuming
that the concentration of benzoic acid at the wall is constant and
corresponds to the saturation concentration of the acid in water.
Fig. 9 presents the average mass transfer coefficients calculated
using the CFD simulation results for the U-shape configuration.
Also, the experimental results are presented for comparison with
the CFD simulations. The results obtained for the L-shape annular
configuration were very similar to those of the U-shape and there-
fore not shown here.

Fig. 9(a) shows the results corresponding to the case where
mass transfer was taking place at all the sections (A + B + C). It
can be seen that the results for laminar flow regimes showed excel-
lent agreement with the predictions by the laminar model. How-
ever, all the evaluated turbulence models to some extent
underestimated the global mass transfer rates associated with all
the flow rates. The AKN predictions were the ones having the clos-
est agreement with the experimental data (around 10% error), fol-
lowed by those of the RSM. More insight on the capabilities of the
turbulence models to predict mass transfer is obtained via the
analysis of the results acquired for the individual sections (see
Fig. 9(b)–(d)). All the turbulence models underestimated the mass
Fig. 10. Local mass transfer coefficient (m/s) distributions at entrance section A as compu
and (b) L-shape reactor configuration.

Fig. 11. CFD predictions of the local mass transfer coefficient along the reactor axis com
shape configuration.
transfer in section A, but the agreement between the results in sec-
tions B and C were quite close over the whole evaluation range
(3000 < Re < 11,000). This result demonstrates that the disagree-
ment found in the case corresponding to sections (A + B + C) is
due to the underprediction computed by the turbulence models
at section A. One possible reason for this discrepancy is that the
turbulence models were not able to capture all the small eddies
generated at the inlet, due to the sudden expansion of the flow.
However, once the flow redeveloped through sections B and C, tur-
bulence decreased and the models performed better.

Further investigation on the liquid-to-wall mass transfer pre-
dicting capabilities of the hydrodynamic and near-wall models
was carried out by analyzing their ability to predict local mass
transfer coefficients. A user defined function (UDF) for calculating
the local mass transfer coefficient (h) at the wall of the reactors
was programmed and integrated into the CFD model using the fol-
lowing equation:

h ¼ DmðCsat � CaÞ
dðCsat � CbÞ

ð23Þ

where is Ca and Cb are the benzoic acid concentrations in the wall-
adjacent cell and in the bulk of the fluid, respectively, and d is the
distance from the wall-adjacent-cell center to the wall. The three-
dimensionality of the flow in the analyzed annular reactors, gener-
ated mainly by the specific inlet configurations, creates a two-
dimensional local mass transfer distribution at the reactor wall.
Fig. 10 shows the maps of local mass transfer coefficients in section
A for both reactor configurations as computed utilizing the AKN
model (Re = 11,000). In the case of the L-shape configuration, local
mass transfer at the wall is more uniform; however, three regions
of low mass transfer are evident behind each of the lamp holder
prongs. The local mass transfer distribution in the U-shape reactor
ted using the AKN model and for a flow rate of 24.6 L/min (Re = 11,000): (a) U-shape,

pare with values calculated from correlations: (a) Re = 530 and (b) Re = 11,000, L-



Table 3
Enhancement in the average mass transfer coefficient in section A due to perturbing
flows created by the inlet sections.

Re L-shape U-shape

530 0.83 0.87
3000 1.25 1.22
5000 1.66 1.61
8000 1.89 1.83
11,000 2.02 1.96

Results correspond to the ratio between the mass transfer coefficients obtained
with and without inlet ports as computed by laminar (Re = 530) and AKN
(3000 < Re < 11,000) hydrodynamic models.
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presents high values at the bottom and low values at the top of sec-
tion A. These results are in accordance with the velocity field results
obtained in Section 4.2, since higher mass transfer rates are ex-
pected in areas with higher fluid velocity gradients near the wall.

The most desirable way to evaluate these CFD simulations
would be to compare the predictions with experimental measure-
ments of local mass transfer throughout the walls. Unfortunately,
such measurements were not within the scope of this work, nor
there were any found in the open literature for the studied config-
urations. As a result, an alternative evaluation was performed uti-
lizing the one-dimensional correlations reported in Table 1. From
these correlations, a local mass transfer coefficient was calculated
through differentiation according to:

hx ¼
dðhmxÞ

dx
ð24Þ

where x is the axial position. These data were compared with the
average values at axial position x, calculated from the CFD-com-
puted local mass transfer coefficients. The averaging was done
around the circumference of the wall at each axial position (x).
Fig. 11 presents the results obtained for both reactor configurations
operating at Re = 530, and for the L-shape configuration operating
at Re = 11,000. The results for the U-shape configuration and for
other turbulent flow rates were similar and therefore not shown
here.

As it can be seen in Fig. 11 (a), laminar CFD-computed local
mass transfer coefficients were consistent with those calculated
from the correlations, especially with the data of Ould-Rouis
et al. [11]. Even though the different types of reactor inlets pro-
duced different local mass transfer distributions on the reactor
wall (as shown in Fig. 10), the average values at an axial position
x were not much different from one another. These results demon-
strate the advantage of applying CFD modeling as it brings more
insight into the analyzed system by providing the local mass trans-
fer coefficient at each point; information which cannot be obtained
from the correlations. For the predictions of the turbulence models,
the results presented in Fig. 11 (b) show a better performance for
the AKN model, followed by the RSM. AKN was able to predict
higher local mass transfer coefficients in the entrance region and
as a consequence, provided values closer to the data obtained from
correlations (22) and (23). It should be noted that Eq. (22) had the
closest agreement with the average mass transfer coefficients
experimentally obtained in this work. For values of x/de > 2
(x > 0.024 m), the agreement with Eqs. (22) and (23) was excellent,
but for values of x/de < 2 (x < 0.024 m) some underprediction with
respect to Eq. (22) was found. Other investigations reported that
the AKN model could successfully predict separating and reattach-
ing flows downstream of a backward-facing step [30], so as liquid-
to-wall mass transfer in pipes [32]. The analyzed L-shape annular
reactor involves most of the essential physics of these two systems.
Fig. 11 (b) also evidences that the difference in the predictions of
the turbulence models happens in the entrance region. After
x/de > 5 (x > 0.06 m) the predictions of all of the turbulence models
are basically the same.

Overall, AKN model provided better mass transfer predictions,
particularly in section A. Based on the hydrodynamic simulations
and the experimental evidences obtained in this investigation, it
was not possible to find any significant difference between the
flow fields computed using any of the k–e-based turbulence mod-
els. Consequently, the better performance of the AKN model might
be explained in terms of the large impact that near-wall region
modeling has on surface mass transfer predictions. In this sense,
it appears that for the systems under investigation, the LRN ap-
proach simulates better the near-wall region than the two-layer
approach employed in the enhanced wall treatment.
The effect of perturbing flows, created by the inlet sections, on
the average mass transfer coefficients in section A was investigated
utilizing the AKN model. The values computed for both reactor
configurations were compared with the results obtained for a long
(0.6 m) annular configuration without inlet/outlet ports. In this
way, no extra phenomena, such as recirculation, or flow expan-
sion/compression exist at the inlet/outlet boundaries. This config-
uration was achieved by defining a plug-flow at the inlet and a
fully developed flow at the outlet as the boundary conditions in
the model. The results are presented in Table 3 as the ratio be-
tween mass transfer coefficients with and without the inlet sec-
tions. For the transitional and turbulent flow conditions, the
mass transfer enhances with Reynolds number due to the presence
of inlet ports. At Re = 11,000 the average mass transfer coefficient
in section A obtained with either a parallel or perpendicular inlet
port is twice the value obtained without these ports. Interestingly,
in the case of laminar flow, the mass transfer coefficient is lower
when an inlet section is present. These results demonstrate the sig-
nificant impact of the inlet section on the reactor overall mass
transfer performance, so as the importance of considering the in-
let/outlet ports when modeling commercial-type annular reactors.
5. Conclusions

In this study, experiments and CFD simulations were carried out
in order to evaluate the accuracy of different hydrodynamic mod-
els for the prediction of surface mass transfer in annular reactors.
Two common reactor configurations (U-shape and L-shape) were
tested within a range of flow rates corresponding to 500 < Re <
11,000.

The experiments performed in both annular reactors revealed
that half of the surface mass transfer took place near the entrance
region of the reactor. Also, both annular reactors provided similar
mass transfer efficiencies; indicating that there was no particular
advantage for either configuration in terms of mass transfer. How-
ever, if erosion of the surface material (e.g. catalyst) is an issue, the
L-shape reactor which provides a more uniform near-wall velocity
gradient might be a better option.

The turbulence models under evaluation (S k–e, R k–e, RSM and
AKN) predicted comparable core flow hydrodynamics which were
in agreement with previous PIV investigations of similar systems.
The mass transfer measurements demonstrated that the laminar
model was able to predict successfully the mass transport in lam-
inar flows. On the other hand, the AKN and the RSM models per-
formed well and predicted turbulent mass transfer in both
annular reactors, except for a moderate underestimation at the en-
trance region where high turbulence and mass transfer rates were
found. For the case where the entire reactor was analyzed, the rel-
ative error of the estimations for the AKN and RSM models were
approximately 10% and 20%, respectively. The predictions of both
turbulence models were accurate within the entire range of flow
rates investigated, which included flows under transitional regime.
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Near-wall modeling was found to be critical in surface mass trans-
fer simulations.

Inlet sections of annular reactors play an important role in the
reactor hydrodynamics and consequently on its mass transfer per-
formance. For that reason, these sections should be included in the
annular reactor model.

The results obtained in this investigation make the AKN and
RSM models very attractive for CFD-based simulations of turbulent
annular reactors. The AKN model presents the advantage of being
less memory and computational intensive than the RSM.
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